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Abstract

A decision maker’s utility depends on her action a ∈ A ⊂ Rd and the payoff relevant

state of the world θ ∈ Θ. One can define the value of acquiring new information as the

difference between the maximum expected utility pre- and post information acquisition.

In this paper, I find asymptotic results on the expected value of information as d→∞,

by using tools from the theory of (sub)-Guassian processes and generic chaining.

JEL classification: C44; D81
Keywords: Decision making; Information valuation; High dimensional vectors

Email: farzad@berkeley.edu
Consortium for Data Analytics in Risk, Department of Economics, 530 Evans Hall #3880, University of
California, Berkeley, CA 94720-3880.
Forthcoming in Economics Letters, 2021.

1

mailto:farzad@berkeley.edu


1 Setup

In many economic environments the decision making process entails several dimensions, e.g
allocation of a divisible good to a large group of consumers with heterogeneous tastes, or
the consumer’s problem when the number of available goods is large, and hence the con-
sumption portfolio is a high-dimensional vector. Other contexts where the decision making
environment could potentially be high dimensional includes the contextual bandit Bastani
and Bayati (2020)1, incomplete contracts with undescribable contingencies Al-Najjar et al.
(2006) and model selection and inference in complex environments Al-Najjar and Pai (2014).

Conceptually, let u(a, θ) be the utility of a decision maker (DM) where a ∈ A is her
action and θ ∈ Θ is the payoff-relevant state of the world, hidden to the DM. The action
space A is a compact subset of a high-dimensional vector space say Rd (where d is large),
and u is continuous in a.

In the absence of any information about θ, the DM takes an action a that maximizes the
expected utility v̄a := Eu(a, θ). Now, suppose there is an information source, denoted by the
random variable S conditionally distributed given θ, that is available to the DM. Therefore,
she maximizes her conditional expected utility, i.e va(S) := E [u(a, θ) | S], given the signal S.
The realized value associated with the signal S is the difference between the DM’s maximum
expected utility pre- and post signal realization, that is

sup
a∈A

E [u(a, θ)|S]− sup
a∈A

E [u(a, θ)] = sup
a∈A

va(S)− sup
a∈A

v̄a.

Thus, one defines the expected value of information2 by

V := E

[
sup
a∈A

va(S)− sup
a∈A

v̄a

]
. (1.1)

Defining the centered random variable ṽa(S) := va(S)− v̄a, it readily follows

V ≤ Ṽ := E

[
sup
a∈A

ṽa(S)

]
,

simply because supa∈A va(S) − supa∈A v̄a ≤ supa∈A ṽa(S). If the DM is indifferent between
all actions in A before the signal realization, namely v̄a = v̄ for all a ∈ A, then the above

1As well as the ongoing literature on Bandits and exploration/exploitation trade-offs in complex environ-
ments, see e.g Li (2019) and Pourbabaee (2020).

2For an axiomatic treatment of the cost (or value) of information see the recent work by Pomatto et al.
(2020).
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inequality binds and in that case she is called an indifferent DM.
Given the signal structure S | θ, the goal of this paper is to find sharp upper and lower

bounds for Ṽ , that translate to bounding the expected information value V for an indiffer-
ent DM. The leading tool that is used throughout is the Generic Chaining developed in
Talagrand (2006) and Talagrand (2014).

2 Generic chaining

In this section, I present some definitions related to Generic Chaining and Talagrand’s sem-
inal approach that paves the way for presenting the upper and lower bounds.

Definition 1 (Intrinsic metric). For every a, a′ ∈ A, define ρ(a, a′) := E
[
(ṽa(S)− ṽa′(S))2]1/2.

Then, ρ : A × A → R+ induces a pseudometric on the action space A, that is called the
intrinsic metric. The diameter of this space is diam(A) := supa,a′∈A ρ(a, a′).

Definition 2 (Increment condition). The stochastic process ṽ := {ṽa(S) : a ∈ A} satisfies
the increment condition if

P (|ṽa(S)− ṽa′(S)| ≥ t) ≤ 2 exp

(
− t2

2ρ(a, a′)2

)
, ∀a, a′ ∈ A, and t ∈ R+. (2.1)

Equivalently, this means the process ṽ has sub-Gaussian increments.

Definition 3 (Admissible sequence and Talagrand’s functional). Given the action space A,
an admissible sequence is an increasing sequence {An : n ∈ N} of partitions of A, such that
|An| ≤ 22n for n ≥ 1 and |A0| = 1. It is called increasing in the sense that every member of
An+1 is a subset of an element of An.3 For each a ∈ A, let An(a) be the corresponding set
in An that contains a, then the Talagrand’s functional is defined as

γ2(A, ρ) := inf sup
a∈A

∑
n≥0

2n/2diam (An(a)) , (2.2)

where the infimum is taken over are all admissible sequences for the set A.

Notation 4 (Inequalities upto universal constants). We say f . g (or f & g) if there exits
a universal constant c ∈ R++, particularly independent of the dimension d, such that f ≤ cg

(or f ≥ cg). Similarly, f ' g if f . g and f & g.
3More precisley, let An =

{
Ai

n : 1 ≤ i ≤ mn

}
be a partition for A. The sequence of partitions

{An : n ∈ N} is called increasing if for every Ai
n+1 ∈ An+1, there exists Aj

n ∈ An such that Ai
n+1 ⊆ Aj

n.
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We are now ready to state the application of Talagrand’s upper bound to our setup that
follows directly from theorem 2.2.22 of Talagrand (2014).

Theorem 5 (Sharp upper bound). Assume for the intrinsic metric space (A, ρ) the process
ṽ satisfies the increment condition 2.1, then

V ≤ Ṽ . γ2(A, ρ). (2.3)

The above theorem holds for all decision making environments and signal structures in
which ṽ satisfies the increment condition. That is with almost minimal structure on the
primitives of the problem, an upper bound on the value of information S is obtained, which
as it turns out in the next theorem is quite sharp in the Gaussian case. More specifically,
next theorem argues when the DM is indifferent (so V = Ṽ) and the information structure is
Gaussian (so Ṽ ' γ2(A, ρ)), the asymptotic value of information is completely characterized
by Talagrand’s functional (i.e V = γ2(A, ρ)). The following result is the Majorizing Measure
Theorem (Talagrand (2014) theorem 2.4.1) applied to our setup.

Theorem 6 (Matching lower bound for Gaussians). If the process {ṽa(S) : a ∈ A} is jointly
Gaussian, then Ṽ ' γ2(A, ρ), namely there are universal constants (c, C) ∈ R2

++ such that

cγ2(A, ρ) ≤ Ṽ ≤ Cγ2(A, ρ). (2.4)

The substantive content of this theorem is that it determines the value of Ṽ up to universal
constants, that are in particular independent of the dimension d.

3 Demystifying the functional

To understand the functional γ2(A, ρ), it is imperative to figure out the pseudometric ρ.
To simplify the picture, assume for now that the DM is indifferent, therefore before the
signal realization she values all her choices a ∈ A similarly. The essential role that S plays
is to separate the actions from each other by assigning the ex-post value va(S) to each
action a ∈ A, hence the distance between two actions a, a′ ∈ A is measured by ρ(a, a′) =

E
[
(va(S)− va′(S))2]1/2.4 To build intuition, one measure of how good the signal S (or

equivalently the metric ρ) carries out this separation is the diameter of set A, i.e diam(A).
As a result of this, on could loosely say the larger the diameter of the action space (induced

4Since the DM is assumed indifferent here, then va(S)− va′(S) = ṽa(S)− ṽa′(S).

4



by the intrinsic metric ρ), the more valuable is the signal S. However, this is just a first-
order type of refinement, that is the notion of diameter is too coarse to measure the worth of
information contained in S. A fine-tuning thus needed by zooming in on the set A recursively,
through an admissible sequence of partitions, and that is exactly what γ2(A, ρ) does.

Unfortunately, in most cases direct computation of the functional γ2(A, ρ) becomes far
too complicated. In such instances, one approach is to work out upper and lower bounds
for γ2(A, ρ). Occasionally, the upper and lower bounds match, thereby indirectly pinning
down γ2(A, ρ). For this purpose we need some preliminary concepts mostly developed in the
statistical learning literature and can be found in Vershynin (2018).

Definition 7 (Covering and Packing number). For the metric space (A, ρ) and given ε > 0,
the covering number is the minimum number of ε-balls Bρ(ε) required to cover A, which is
denoted by N(A, ρ, ε). The packing number M(A, ρ, ε) is the maximum number of points in
A that their pairwise distance is larger than ε.

Two standard results in this vein that relate the covering and packing number together
are stated in the next lemma. The proofs are in the appendix.

Lemma 8. Given the metric space (A, ρ),

(a) for every ε > 0:
M(A, ρ, 2ε) ≤ N(A, ρ, ε) ≤M(A, ρ, ε). (3.1)

(b) Let Bdρ be the d-dimensional unit ball in (A, ρ). Then, for every subset D ⊂ A

Vol (D)

Vol
(
εBdρ
) ≤ N(D, ρ, ε) ≤

Vol
(
D + ε

2
Bdρ
)

Vol
(
ε
2
Bdρ
) , (3.2)

where Vol denotes the Euclidean volume.

Having defined the notion of covering number, I can now state an important technique
to upper and lower bound γ2(A, ρ).

Lemma 9. In the metric space (A, ρ), the Talagrand’s functional is bounded by

ε
√

logN(A, ρ, ε) . γ2(A, ρ) .
∫ diam(A)

0

√
logN(A, ρ, ε)dε, (3.3)

where the lower bound holds for every ε > 0.5

5The integral in the rhs of (3.3) is called the Dudley’s entropy integral developed in Dudley (1967).
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As I will show in the next section, there are cases where the above bounds match, thus
providing sharp characterization for γ2(A, ρ) and hence for the expected value of information
V .

4 Gaussian environment

In this section we restrict our attention to the case where the payoff-relevant state of the
world is a high-dimensional Gaussian vector θ ∼ N (0,Σθ), and the diagonal elements of
Σθ are normalized to one. In the Gaussian environment we can use the matching lower
bound presented in theorem 6, and hope to find sharp expressions for the expected value
of information rather than just differential upper and lower bounds. In this section, let the
DM’s utility function be u(a, θ) = 〈a, θ〉 on the compact subset A ⊂ Rd. By construction,
such a DM is indifferent, so any upper and lower bound on Ṽ also hold for V . Finally, assume
the signal structure is Gaussian, namely

(θ, S)T ∼ N

(
0,

[
Σθ Σθs

Σsθ Σs

])
. (4.1)

Define W := ΣθsΣ
−1
s Σsθ, then the intrinsic metric follows

ρ(a, a′)2 = E
[
〈a− a′,E [θ|S]〉2

]
= E

[
(a− a′)TΣθsΣ

−1
s SSTΣ−1

s Σsθ(a− a′)
]

= (a− a′)TW (a− a′).

Therefore, the metric ρ is induced by the norm ‖a‖W :=
√
aTWa. The unit ball under the

metric ρ, or equivalently under the norm ‖·‖W , is a d-dimensional ellipsoid BdW = Bdρ ={
a ∈ Rd : aTWa ≤ 1

}
, and its volume is equal to πd

Γ( d
2

+1)
det(W )−1/2. In the following, I

assume the matrix W that shapes the conditional variance, i.e Var(θ | S), is invertible.

Example 10. As a benchmark let A = Bd∞ = [−1, 1]d, and assume the signal S is perfectly
conclusive (i.e S = θ), thus the maximum expected value of information is

V∗ = E

[
sup
a∈Bd

∞

〈a, θ〉

]
= E‖θ‖1 = dE |θ1| = d

√
2/π, (4.2)

where ‖·‖1 is the `1 norm. Therefore, the maximum value that an expert can charge for
providing information S is proportional to d, when the action space is the `∞ unit ball.
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In the next proposition, I show when A ∈
{
Bd∞,Bd2

}
, that are respectively the `∞ and `2

unit balls, the lower and upper bounds offered for γ2(A, ρ) in lemma 9 match, and hence we
get sharp characterization for the value of information S.

Recall that W is the covariance matrix of θ given S, that is positive semidefinite. Let
λ(1) ≤ . . . ≤ λ(d) be the set of its eigenvalues. Further assume the information acquisition
technology is limited, in a sense that there exists an irreducible component in θ that is never
resolved by S, so λ(1) ≥ λ > 0. In addition, since Var (θ|S) � Σθ, there is a natural upper
bound λ(d) ≤ λ̄. The matrix W is called (λ, λ̄)-bounded if λ ≤ λ(1) ≤ λ(d) ≤ λ̄.

Assumption 11. It is assumed in the following that the pair (λ, λ̄) are independent of the
dimension d. That is as the dimension of the covariance matrix increases, the range of its
eigenvalues remains bounded.

Proposition 12. If the covariance matrix W remains (λ, λ̄) bounded as the dimension d

grows, then V
(
A = Bd2

)
'
√
d and V

(
A = Bd∞

)
' d.

The interesting result of the above proposition is that one knows how the value of ac-
quiring more information changes with respect to the dimension of the decision making
environment. The proof of this result (presented in the appendix) owes to the fact that for
A ∈

{
Bd∞,Bd2

}
the upper and lower bounds in lemma 8 match each other (up to universal

constants) and hence a sharp characterization for V is obtained.

5 Concluding remarks

This paper explores a novel method to analyze the value associated with acquiring informa-
tion in high dimensional settings. It is shown that the informational value of a signal, defined
as the expected difference between the maximum utility pre- and post signal realization, can
be summarized in terms of the geometric shape of the action space A through the lens of
a functional that takes in A and a pseudometric ρ expressing the separation power of the
signal. Some examples are offered, where one can compute sharp characterization of this
functional when the dimension of the action space grows.
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A Proofs

A.1 Proof of lemma 8

For the upper bound in part (a), suppose one finds an ε-packing {a1, . . . , aM} such that the
distance between every two points of this set is larger than ε. Now if the collection of ε-balls
around these points do not cover the entire A, then a point a0 ∈ A can be found that is not
contained in this collection and hence is at least ε away from all these M points, so M is
not maximal and can be enlarged by adding a0.

For the lower bound in part (a), suppose one finds a 2ε-packing {a1, . . . , aM} and an
ε-covering with centers at {b1, . . . , bN} such that M ≥ N + 1. Therefore, there must exist
two elements of the packing set, say a1 and a2, that are located in a same ε-ball around the
centers of the covering set, thus their distance must be less than or equal to 2ε that violates
the packing condition.

For the lower bound in part (b), let {a1, . . . , aN} be an ε-covering for D, so D ⊂⋃N
i=1

(
ai + εBdρ

)
, and therefore Vol (D) ≤ NVol

(
εBdρ
)
, yielding the lower bound.

For the upper bound in part (b), let {a1, . . . , aM} be a maximal ε-packing for D, therefore
the collection of ε/2-balls,

{
ai + ε

2
Bdρ : 1 ≤ i ≤M

}
, are disjoint from each other and their

union is a subset of D + ε
2
Bdρ, so

MVol
(ε

2
Bdρ
)
≤ Vol

(
D +

ε

2
Bdρ
)
,

that together with N(D, ρ, ε) ≤M imply the upper bound in (3.2).

A.2 Proof of lemma 9

For the proof of upper bound refer to section 2.2 of Talagrand (2014).
To prove the lower bound, assume ε > 0 is given. Then, let k = min

{
n : N(A, ρ, ε) ≤ 22n

}
.

For every admissible sequence of partitions {An}, and every a ∈ A,

∑
n≥0

2n/2diam (An(a)) ≥ 2(k−1)/2diam (Ak−1(a))
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hence expressing the partition Ak−1 :=
{
A

(i)
k−1 : 1 ≤ i ≤ 22k−1

}
implies

sup
a∈A

∑
n≥0

2n/2diam (An(a)) ≥ 2(k−1)/2 sup
a∈A

diam (Ak−1(a))

= 2(k−1)/2 max
{
diam

(
A

(i)
k−1

)
: 1 ≤ i ≤ 22k−1

}
≥ 1√

2

√
logN(A, ρ, ε) max

{
diam

(
A

(i)
k−1

)
: 1 ≤ i ≤ 22k−1

}
.

Note that δ := max
{
diam

(
A

(i)
k−1

)
: 1 ≤ i ≤ 22k−1

}
≥ ε, because otherwise if δ < ε one can

choose a(i)
k−1 ∈ A

(i)
k−1 for each i ≤ 22k−1 such that the collection of δ-balls around these points

constitute a δ-cover for A, and hence N(A, ρ, δ) ≤ 22k−1 , that in turn means N(A, ρ, ε) ≤
22k−1 . This contradicts the minimality of k. Therefore, for every admissible sequence of
partitions {An} and every ε > 0:

sup
a∈A

∑
n≥0

2n/2diam (An(a)) ≥ 1√
2
ε
√

logN(A, ρ, ε)

Taking the infimum over all admissible partitions on the lhs justifies the lower bound.

A.3 Proof of proposition 12

Case A = Bd∞: A valid upper bound is V . d, because no information structure can outper-
form the perfect information benchmark of example 10, that scales with d. Toward the lower
bound, I first find a lower bound for N(A, ρ, ε). From the inequality in part (b) of lemma 8
we have

N(A, ρ, ε) ≥
Vol
(
Bd∞
)

Vol
(
εBdρ
) =

(
2

πε

)d√
det(W )Γ

(
d

2
+ 1

)
,

therefore,

ε
√

logN(A, ρ, ε) ≥ ε

√
d log

2

πε
+ log

√
det(W )Γ

(
d

2
+ 1

)
.
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Set ε = 2
π
√
e

(√
det(W )Γ

(
d
2

+ 1
))1/d

in the rhs above. Further, let m = [d/2], so d/2 ≥ m.
Application of Sterling’s approximation (i.e m! ≥ mm+1/2e−m) implies (m!)1/2m &

√
m, then

ε
√

logN(A, ρ, ε) ≥
√

2/e

π
det(W )1/2dΓ

(
d

2
+ 1

)1/d√
d

≥
√

2/e

π
det(W )1/2d(m!)1/2m

√
d

&
[
det(W )1/2d

]
d ≥ λ1/2d.

Therefore, using the lower bound in lemma 9 implies:

√
λd ≤

[
det(W )1/2d

]
d . V

(
Bd∞
)
. d (A.1)

Case A = Bd2: Again from the lower bound in part (b) of lemma 8 we have

N(A, ρ, ε) ≥
Vol
(
Bd2
)

Vol
(
εBdρ
) =

(
1

ε

)d√
det(W ),

therefore,

ε
√

logN(A, ρ, ε) ≥ ε

√
d log

1

ε
+ log

√
det(W ).

Set ε = e−1/2 det(W )1/2d in the rhs, and it is easy again to check

ε
√

logN(A, ρ, ε) &
[
det(W )1/2d

]√
d ≥

√
λd. (A.2)

From the upper bound in part (b) of lemma 8, for every ε > 0:

N(Bd2, ρ, ε) ≤
Vol
(
Bd2 + ε

2
Bdρ
)

Vol
(
ε
2
Bdρ
)

Let λ(1) ≤ . . . ≤ λ(d) be set of eigenvalues for W . The unit ball Bdρ is an ellipsoid in Rd with
elliptic radii 1

λ
1/2
(1)

≥ . . . ≥ 1

λ
1/2
(d)

. Therefore, Bd2 + ε
2
Bdρ ⊂

(
1 + ε/2λ

1/2
(1)

)
Bd2, and as a result of

this

N(Bd2, ρ, ε) ≤

(
2

ε
+

1

λ
1/2
(1)

)d√
det(W ).
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In addition, under the metric ρ the diameter of Bd2 is

sup
{√

(x− y)TW (x− y) : xTx ≤ 1, yTy ≤ 1
}
, (A.3)

that can be readily confirmed to be equal to diam(Bd2) = 2λ
1/2
(d) . Therefore, the Dudley’s

entropy integral is upper-bounded as

∫ diam(Bd
2)

0

√
logN(A, ρ, ε)dε ≤

√
d

∫ 2λ
1/2
(d)

0

√
log
(

2/ε+ 1/λ
1/2
(1)

)
+ log (det(W )1/2d)dε

≤
√
d

∫ 2λ̄

0

√
log
(

2/ε+ 1/λ1/2
)

+ log λ̄1/2dε .
√
d.

The second inequality is resulted from (λ, λ̄)-boundedness, and the third one falls out because
the integral is finite. Inserting the above upper bound and the lower bound of (A.2) in lemma
9 imply that:

V
(
Bd2
)
'
√
d
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